Products of Mixed Covering Arrays of Strength Two
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Abstract: A covering array CA(N; t, k, v) is an N × k array such that every N × t subarray contains all t-tuples from v symbols at least once, where t is the strength of the array. Covering arrays are used to generate software test suites to cover all t-sets of component interactions. The particular case when t = 2 (pairwise coverage) has been extensively studied, both to develop combinatorial constructions and to provide effective algorithmic search techniques. In this paper, a simple “cut-and-paste” construction is extended to covering arrays in which different columns (factors) admit different numbers of symbols (values); in the process an improved recursive construction for covering arrays with t = 2 is derived.
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1. INTRODUCTION

Component-based software development poses many challenges for the software tester. Interactions among components are complex and numerous. Components are prone to unexpected interaction faults. Ideally we would test all possible interactions, but this is usually infeasible. Consequently, we are interested in generating test suites that provide coverage of the most prevalent interactions.

Suppose that we have 20 components. If two of these have four possible configurations, while the rest have three, we have $4^2 \times 3^{18}$ or 6,198,727,824 possible interactions. We can cover all of the two-way interactions among these components with as few as 19 tests. Likewise, we can cover the three-way interactions with only 90 tests. Recently, these methods have been applied to the generation of software test suites allowing one to guarantee certain interaction coverage in software systems [3,4,5,6,10,11,25,26,27,28].

At the current time, there are two primary areas of active research on combinatorial designs for software testing. The mathematics community is focusing on building smaller designs of higher interaction strength [1,2,21,23,24]. The software testing community is focusing on greedy search algorithms to build arrays in a more flexible environment, one that more closely matches real testing needs [3,4,10,11,25,26,27]; in addition, more powerful search techniques, such as simulated annealing, have been employed recently [5,6]. Ideally we ought to combine these ideas to build interaction test suites that are minimal and efficient to generate. An initial investigation along these lines was conducted in [7]. Since the methods of building covering arrays for testing are varied, a trade-off must occur between computational power and the cost of running the final test suites. In this paper, we examine some methods of combining computational search and recursive combinatorial construction to build test suites efficiently. Part of our main objective is to develop a flexible combinatorial construction; then heuristic search can be used to find ingredients for use in the construction.

2. COVERING ARRAYS

The problems faced in software interaction testing are not unique. Similar problems exist for testing in other disciplines such as agriculture, pharmaceuticals, manufacturing, and medicine [8,12,19]. The primary combinatorial objects used to satisfy the coverage criteria for these types of problems are orthogonal arrays and covering arrays. We begin with a few definitions; see [9].

An orthogonal array $OA_{\lambda}(t, k, v)$ is an $\lambda v^t \times k$ array on $v$ symbols such that every $\lambda v^t \times t$ sub-array contains each ordered subset of size $t$ from $v$ symbols exactly $\lambda$ times. When $\lambda = 1$, we omit the subscript. We do not need such a stringent object for software testing. Instead, we can use a covering array that allows some duplication of coverage.

A covering array $CA_{\lambda}(N; t, k, v)$ is an $N \times k$ array such that every $N \times t$ sub-array contains all tuples from $v$ symbols of size $t$ at least $\lambda$ times each. When $N$ is unknown or unspecified, the notation $CA_{\lambda}(t, k, v)$ is also used. When $\lambda = 1$, we omit the subscript. The covering array number $CAN(t, k, v)$ is the minimum number $N$ of rows required to produce a $CA(N; t, k, v)$. In a covering array $CA(t, k, v)$, $t$ is the strength, $k$ the degree, and $v$ the order. We focus on strength $t = 2$ in this paper.
It can happen that some of the entries of the array are not needed in order to cover all \( t \)-tuples. In this case, we can replace the entry of the array by \(*\), to indicate a “don’t care” position. When such a replacement is made, \( t \)-tuples containing a \(*\) are deemed not to match a \( t \)-tuple of the \( v \) symbols. The profile \((d_1, \ldots, d_k)\) of an \( N \times k \) array is a \( k \)-tuple in which the entry \( d_i \) is the number of \(*\) entries in the \( i \)th column.

Often factors have different numbers of levels. A mixed level covering array \( MCA(N; t, k, (v_1, \ldots, v_k)) \) is an \( N \times k \) array in which the entries of the \( i \)th column arise from an alphabet of size \( v_i \); in addition, choosing any \( t \) distinct columns \( i_1, \ldots, i_t \), every \( t \)-tuple containing, for \( 1 \leq j \leq t \), one of the \( v_i \) entries of column \( i_j \), appears in columns \( i_1, \ldots, i_t \) in at least one of the \( N \) rows. We sometimes use exponential notation, writing \( s_1^{u_1} \cdots s_\ell^{u_\ell} \) to indicate that there are \( k = \sum_{i=1}^\ell u_i \) factors, of which \( u_i \) have \( s_i \) levels for \( 1 \leq i \leq \ell \). As for covering arrays, we can omit \( N \) when it is not determined; we can also introduce \(*\) entries as before, and define a profile to indicate their distribution in the \( MCA \). An example of type \( 5^23^62^{13} \) is given in Figure 1; while it is optimal in terms of number of tests (since \( 5 \times 5 = 25 \)), other distributions of \(*\) entries can arise.

3. PRODUCTS OF STRENGTH TWO ARRAYS

When a \( CA(N; 2, k, v) \) and a \( CA(M; 2, \ell, v) \) both exist, it is an easy matter to produce a \( CA(N + M; 2, k\ell, v) \). To be specific, let \( A = (a_{ij}) \) be a \( CA(N; 2, k, v) \) and let

\[
\begin{array}{cccccccccccccccccc}
1 & 1 & * & * & 1 & * & * & 1 & * & * & * & 1 & * & * & * & * \\
1 & 2 & 2 & * & 2 & 2 & * & 2 & * & 2 & * & 2 & * & 2 & * & 2 \\
1 & 3 & 3 & 3 & 3 & 3 & 1 & 1 & 2 & 1 & 1 & 1 & 2 & 1 & 1 & 1 & * \\
1 & 4 & 1 & 1 & 1 & 1 & 2 & 3 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 2 & 2 \\
1 & 5 & 1 & 2 & 2 & 2 & 1 & 1 & 1 & 1 & 1 & 2 & 2 & 1 & 1 & 2 & 1 \\
2 & 1 & 2 & 3 & 1 & 2 & 3 & 1 & 2 & * & 2 & 1 & 2 & * & 2 & * & 1 & 2 \\
2 & 2 & 1 & * & 3 & 1 & 1 & 2 & 1 & * & 1 & 2 & 1 & 2 & 1 & 1 & * & 2 \\
2 & 3 & 3 & 2 & 2 & 1 & 2 & 2 & 2 & * & 2 & * & 2 & 1 & * & * & * & 2 \\
2 & 4 & * & 2 & * & 3 & 1 & 3 & 2 & 1 & 2 & 2 & 2 & 2 & 2 & 1 & * & 2 \\
2 & 5 & 2 & 1 & 3 & 3 & 2 & 1 & * & 1 & 1 & 1 & 1 & 2 & 1 & 2 & 1 & 2 \\
3 & 1 & 3 & 1 & 2 & 2 & 1 & 3 & * & 2 & * & * & 1 & 2 & * & 1 & 1 & 1 & * \\
3 & 2 & 1 & 3 & * & 3 & 3 & 2 & * & 1 & 2 & * & * & * & 1 & 2 & 2 & 1 \\
3 & 3 & * & 2 & 1 & * & * & 1 & * & 1 & 2 & * & * & 2 & * & * & 1 & 2 \\
3 & 4 & 2 & * & 3 & 2 & 2 & 2 & 1 & 2 & * & 2 & 1 & 2 & 1 & * & 1 & 1 \\
3 & 5 & 3 & 3 & 1 & 1 & 3 & 2 & 2 & 1 & 1 & 2 & * & 2 & * & * & * & * \\
4 & 1 & 1 & 2 & 3 & * & 2 & 2 & 2 & 1 & 1 & * & 2 & 1 & 2 & 1 & 2 & 2 & 2 \\
4 & 2 & 3 & 1 & 1 & 1 & 3 & 1 & 1 & * & 2 & 1 & 2 & 1 & * & 2 & 1 & 2 & 1 \\
4 & 3 & 2 & 2 & 2 & 2 & * & * & * & * & * & * & 2 & 2 & 1 & 2 & * & * & * \\
4 & 4 & * & * & 2 & 3 & 3 & 1 & 1 & 2 & * & * & * & * & * & * & * & * \\
4 & 5 & * & * & * & 3 & * & 2 & 2 & * & * & * & * & * & * & * & * \\
5 & 1 & * & 1 & 3 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 2 & 1 & 2 & 2 & 1 \\
5 & 2 & 2 & 2 & 2 & 1 & 3 & 3 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
5 & 3 & 1 & 1 & 3 & 2 & * & 2 & * & * & * & * & * & * & * & * & * & * \\
5 & 4 & 3 & 3 & * & 2 & * & * & * & * & * & * & * & * & * & * & * & * \\
5 & 5 & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * & * \\
\end{array}
\]

FIGURE 1. An \( MCA(25; 2, 21, 5^23^62^{13}) \).
B = (b_{ij}) be a CA(M; 2, \ell, v). Form an \((N + M) \times k\ell\) array \(C = (c_{i,j}) = A \otimes B\) by setting \(c_{i,(j-1)k+g} = a_{i,g}\) for \(1 \leq i \leq N, 1 \leq j \leq \ell,\) and \(1 \leq g \leq k\). Then set \(c_{N+i,(j-1)k+g} = b_{ij}\) for \(1 \leq i \leq M, 1 \leq j \leq \ell,\) and \(1 \leq g \leq k\). In essence, \(k\) copies of \(B = (b_{ij})\) are being appended to \(\ell\) copies of \(A = (a_{ij})\) as shown in Figure 2. Since two different columns of \(C\) arise either from different columns of \(A\) or from two different columns of \(B\), the result is a CA\((N + M; 2, k\ell, v)\). This appears, in different vernacular, in \([18]\); it is also the essence of the block recursive construction from \([23]\).

We first consider two extensions of this simple concatenation, to allow mixed level covering arrays and to exploit “don’t care” positions. The extension to mixed levels is treated in \([15]\), without exploiting the \(*\) positions. To simplify the presentation, we assume a factor with \(v\) values always takes on values from \(\{1, \ldots, v\}\), and hence the corresponding column of the array contains only these symbols, and possibly \(*\).

**Theorem 3.1.** Suppose that there exist:

1. An MCA\((N; 2, k, (v_1, \ldots, v_k))\), \(A\), with profile \((d_1, \ldots, d_k)\);
2. for each \(1 \leq i \leq k\), an MCA\((M_i; 2, \ell_i, (w_{1,i}, \ldots, w_{l_i,i}))\), \(B_i\), with profile \((f_{1,i}, \ldots, f_{l_i,i})\), and for which \(w_{ij} < v_i\) for \(1 \leq j \leq \ell_i\).

Then for \(T = N + \max_{i=1}^{k}(M_i - d_i)\), there exists an

\[
\text{MCA} \left( T; 2, \sum_{i=1}^{k} \ell_i, (w_{11}, \ldots, w_{1,\ell_1}, \ldots, w_{k1}, \ldots, w_{k,\ell_k}) \right).
\]

**Proof.** Form an array \(C\) with \(T\) rows and \(\sum_{i=1}^{k} \ell_i\) columns, indexing columns as \((i,j)\) for \(1 \leq i \leq k\) and \(1 \leq j \leq \ell_i\). On the first \(N\) rows, column \((i,j)\) is column \(i\) of \(A\). (At this stage, it is possible that \(v_i > w_{ij}\); if so, each occurrence of \(v_i - w_{ij}\) of the symbols can be changed to \(*\).) Now for \(i = 1, \ldots, k\), select the \(d_i\) rows of \(A\) in which the \(i\)th column contains a \(*\), and from the last \(T - N\) rows, choose any \(M_i - d_i\) rows, so that \(M_i\) rows are selected in total. Then on these rows in the chosen order, place the entries of the \(j\)th column of \(B_i\) in the column \((i,j)\), for \(1 \leq j \leq \ell_i\).

Two columns \((i_1,j_1)\) and \((i_2,j_2)\) of the result cover all pairs when \(i_1 \neq i_2\); indeed these are covered on the first \(N\) rows. When \(i_1 = i_2\), restricting to rows arising from \(B_{l_i}\), we find all pairs covered. \[\square\]
While $C$ is sufficient to cover all pairs, there is much redundant coverage. A simple argument takes advantage of this. Call a row of an MCA constant if the only pairs that it covers are of the form $(x,x)$. Suppose that we require every ingredient, without loss of generality, to contain a constant row consisting of all "1" entries. If this is done, then by always selecting the same row of $C$ in which to place the constant row of each $B_i$, the resulting matrix $C$ has two constant rows of "1" entries. One is redundant and can be removed, leaving no pair uncovered but reducing the size of $C$. Although this can be done in general, it saves one test only. This simple argument imposes too stringent a condition, since we do not need duplicated rows to have redundant rows. Phrased more generally, then, since the rows of argument imposes too stringent a condition, since we do not need duplicated rows to have redundant rows. When

$A$ has redundant rows. Phrased more generally, then, since the rows of $C$ arising from $A$, in two columns indexed by $(i,j_1)$ and $(i,j_2)$ cover all pairs of the form $(x,x)$, we can delete all constant rows of each $B_i$ prior to applying Theorem 3.1. This can reduce the size of $C$ by many rows in some instances. Moura, Stardom, Stevens, and Williams [15] exploit constant rows effectively to reduce the size of the resulting array.

Unfortunately, in some cases, we must sacrifice columns to obtain many constant rows. When $q$ is a prime power, the standard $CA(q^2; 2, q, q)$ from the finite field on $q$ elements has $q$ disjoint constant rows, but its extension to a $CA(q^2; 2, q + 1, q)$ can have at most one, no matter how the symbols are relabeled. For example, taking two $CA(25; 2, 6, 5)$s allows us to produce a $CA(49; 2, 36, 5)$ while using instead one $CA(25; 2, 5, 5)$ with five disjoint constant rows allows us to obtain a $CA(45; 2, 30, 5)$. We examine a generalization that enables us to obtain a $CA(45; 2, 35, 5)$, sacrificing one column in the product rather than one column in an ingredient.

For the sake of clarity, we develop a construction for covering arrays first, and then generalize to mixed level covering arrays. We consider covering arrays exhibiting a specific structure. Consider a $CA(N; 2, k_1 + k_2, v)$, shown in Figure 3. Here $A_1$, $A_2$, and $X$ are $(N - v) \times k_1$, $(N - v) \times k_2$, and $v \times k_2$ arrays, respectively. However $P$ is a $v \times k_1$ array with a specific structure, namely that every column is a permutation of \{1, \ldots, v\}. When a $CA(N; 2, k_1 + k_2, v)$ admits such a partition, it is a partitioned covering array $PCA(N; 2, (k_1, k_2), v)$. The structure is not altered by applying (possibly different) permutations to the $v$ symbols in each column, and hence without loss of generality, $P$ can be assumed to be the matrix $D$ in which each column is the identity permutation. If we assume in addition that $X$ is a constant matrix (all entries equal), and without loss of generality that $X$ is the all ones matrix $O$, we obtain a further restriction: An $SCA(N; 2, (k_1, k_2), v)$ is defined to be a $CA(N; 2, k_1 + k_2, v)$ in which, for $1 \leq i \leq v$, row $N - v + i$ is a $(k_1 + k_2)$-tuple in which the first $k_1$ entries are equal to $i$ and the last $k_2$ symbols are equal to 1. When $q$ is a prime power, an $OA(2, q + 1, q)$ yields an $SCA(q^2; 2, (q, 1), q)$.

Now we turn to the main product construction for covering arrays:

<table>
<thead>
<tr>
<th></th>
<th>$A_1$</th>
<th>$A_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 3.** A partitioned covering array (PCA).
Theorem 3.2. If a PCA($N;2,(k_1,k_2),v$) and an SCA($M;2,((\ell_1,\ell_2),v$) both exist, then a PCA($N+M-v;2,(k_1\ell_1,k_1\ell_2+k_2\ell_1),v$) also exists.

Proof. Take a PCA($N;2,(k_1,k_2),v$) with a partition as in Figure 3 into $A_1, A_2, D,$ and $X$; and an SCA($M;2,((\ell_1,\ell_2),v$) with partition $B_1, B_2, D,$ and $O$. Form an array as in Figure 4. In the products of the form $A_i \otimes B_j$, the first $N-v$ rows arise from $A_i$ while the next $M-v$ arise from $B_j$ (see Fig. 2). Here $k_1X$ is obtained by repeating the array $X$ $k_1$ times. $D$ and $O$ are the matrixes as of identity permutations and of all ones, of appropriate dimension.

We claim that the result $R$ is an PCA($N+M-v;2,((k_1\ell_1,k_1\ell_2+k_2\ell_1),v$). Among the first $k_1\ell_1$ columns, two columns arising from different columns of $A_1$ have all pairs covered in the first $N-v$ and last $v$ rows of $R$, since these form columns of the PCA. When they arise from the same column of $A_1$, they arise from different columns of $B_1$ and hence all pairs are covered in the last $M$ rows of $R$, since these form columns of the SCA.

If both columns arise from the next $k_2\ell_1$ columns of $R$, the same argument assures that all pairs are covered when they arise from different columns of $A_2$. If they arise from the same column of $A_2$ (and therefore different columns of $B_1$), all pairs are covered in the $M-v$ rows except those of the form $(i,i)$ for $1 \leq i \leq v$. Since both columns arise from the same column of $A_2$ (and therefore repeat the same column of $X$ in the latter $v$ rows as well), every pair of the form $(i,i)$ is covered among the first $N-v$ and last $v$ rows.

If both columns arise from the last $k_1\ell_2$ columns of $R$, when the columns arise from different columns of $B_2$, all pairs are covered in the last $M$ rows since these form columns of the SCA. If they arise from the same column of $B_2$, all pairs are covered except those of the form $(i,i)$ for $1 \leq i \leq v$; these are covered in the $M-v$ rows.

If one column arises from the first $k_1\ell_1$ columns and another from the next $k_2\ell_1$ columns, the first $N-v$ and last $v$ rows form distinct columns of the PCA.

If one column arises from the first $k_1\ell_1$ columns and another from the last $k_1\ell_2$ columns, the last $M$ rows form distinct columns of the SCA.

If one column arises from the second group of $k_2\ell_1$ columns and another from the last $k_1\ell_2$ columns, the $M-v$ rows cover all pairs except possibly those of the form $(x,1)$ for $1 \leq x \leq v$, and these are covered in the first $N-v$ and last $v$ rows.

This treats all six cases for the choice of two columns, and hence $R$ is a covering array. That $R$ is a PCA($N+M-v;2,(k_1\ell_1,k_1\ell_2+k_2\ell_1),v$) follows from the fact that $R$ has a $v \times k_1\ell_1$ subarray consisting of (column) identity permutations, occurring in the last $v$ rows. \qed
When the PCA in this construction is, in fact, an SCA, the result is also an SCA.

A substantial further improvement is possible. One can, on occasion, find a larger submatrix in the result $R$ that contains column identity permutations, and hence provide a better ingredient for the next iteration of the recursion. We explore this next. Consider the SCA used. Were it to contain within $B_1$ an $v \times \eta$ subarray in which every column is a permutation of $\{1, \ldots, v\}$, then let us examine the impact on the covering array $R$ constructed in Theorem 3.2. Each column of $B_1$ is replicated $k_1 + k_2$ times in total, and hence $R$ contains a $v \times \eta(k_1 + k_2)$ subarray in which every column is a permutation. If $\eta(k_1 + k_2) > k_1 \ell_1$, we can permute symbols within each column, and permute rows:

**Theorem 3.3.** When the SCA in Theorem 3.2 contains within $B_1$, a $v \times \eta$ subarray, whose columns are permutations, the result is a PCA $(N + M - v; 2, (\eta(k_1 + k_2), (\ell_1 - \eta)(k_1 + k_2) + k_1 \ell_2), v)$.

A similar observation applies to subarrays consisting of column permutations in the PCA.

We illustrate the product constructions by establishing some applications leading to new covering array numbers. We focus on the case when every factor has the same number of levels, since tables are available in the literature [14,23].

**Lemma 3.4.** When $q$ is a prime power, and $r \geq 0$ is any integer, there is an SCA $((r + 1)q^2 - rq; 2, (q+r^1, (r + 1)q^r), q)$ and hence a CA $((r + 1)q^2 - rq; 2, q^{r+1} + (r + 1)q^r, q)$.

**Proof.** Apply Theorem 3.2 inductively $r$ times using an SCA $(q^2; 2, (q, 1), q)$.

Some small examples are:

\[
\begin{align*}
\text{CA}(15; 2, 15, 3) & \quad \text{CA}(21; 2, 54, 3) & \quad \text{CA}(27; 2, 189, 3) \\
\text{CA}(28; 2, 24, 4) & \quad \text{CA}(40; 2, 112, 4) & \quad \text{CA}(52; 2, 516, 4) \\
\text{CA}(45; 2, 35, 5) & \quad \text{CA}(65; 2, 200, 5) & \quad \text{CA}(85; 2, 1125, 5) \\
\text{CA}(91; 2, 63, 7) & \quad \text{CA}(133; 2, 490, 7) & \quad \text{CA}(175; 2, 3673, 7).
\end{align*}
\]

These improve upon the construction in [23]. However, further improvements result from Theorem 3.3. For a non-negative integer $r$, we define $D_{r,t}$ by

\[
D_{r,t} = \sum_{i=1}^{s} \binom{r-i}{i-1} t^{r-i},
\]

where $s = \left\lceil \frac{r+1}{2} \right\rceil$.

The numbers $D_{r,t}$ satisfy the recurrence

\[
\begin{align*}
D_{0,t} & = 0; \\
D_{1,t} & = 1; \\
D_{r+1,t} & = tD_{r,t} + tD_{r-1,t}.
\end{align*}
\]

**Lemma 3.5.** When $q$ is a prime power, and $r \geq 0$ is any integer, there is an SCA $((r + 1)q^2 - rq; 2, ((q+1)D_{r+1,q}, qD_{r,q}), q)$ and hence a CA $((r + 1)q^2 - rq; 2, (q + 1)D_{r+1,q} + qD_{r,q}, q)$. 

Proof. The SCA\( (q^2; 2, (q, 1), q) \) has \( \eta = q \) column permutations within \( B_1 \). Apply Theorem 3.3 to obtain an SCA\( (2q^2 - q; 2, ((q + 1)q, q), q) \). This has \( (q + 1)D_{2,q} + qD_{1,q} \) columns. Apply Theorem 3.3 using the SCA\( (q^2; 2, (q, 1), q) \) at each iteration.

Some small examples are

\[
CA(15; 2, 15, 3) \quad CA(21; 2, 57, 3) \quad CA(27; 2, 216, 3) \quad CA(33; 2, 819, 3) \\
CA(28; 2, 24, 4) \quad CA(40; 2, 116, 4) \quad CA(52; 2, 560, 4) \quad CA(64; 2, 2704, 4) \\
CA(45; 2, 35, 5) \quad CA(65; 2, 205, 5) \quad CA(85; 2, 1200, 5) \quad CA(105; 2, 7025, 5) \\
CA(91; 2, 63, 7) \quad CA(133; 2, 497, 7) \quad CA(175; 2, 3920, 7) \quad CA(217; 2, 30919, 7).
\]

Using tabu search, Nurmela [17] provides better results for some of the small cases, and explicitly presents a \( CA(15; 2, 20, 3) \). We examined his solution, and found that three rows can be chosen so that 14 (and no more) columns form permutations. We can therefore rewrite his solution as a \( PCA(15; 2, (14, 6), 3) \), as shown in Figure 5. One can verify that none of the entries can be changed to a “don’t care” position \( \star \) and obtain a covering array.

Theorem 3.2 using an SCA\( (9; 2, (3, 1), 3) \) then gives a \( CA(21; 2, 74, 3) \), and indeed Theorem 3.3 gives a \( PCA(21; 2, (60, 14), 3) \). This provides the sequence

\[
CA(15; 2, 20, 3) \quad CA(21; 2, 74, 3) \quad CA(27; 2, 282, 3) \quad CA(33; 2, 1002, 3).
\]

Instead since the \( PCA(15; 2, (14, 6), 3) \) can be written as an SCA by suitable permutations of the symbols in each column, by Theorem 3.2 we can produce an SCA\( (27; 2, (196, 168), 3) \) and hence a \( CA(27; 2, 364, 3) \). The \( PCA \) in Figure 5 has the property that the upper left contains within the last three rows eleven columns that are permutations, and hence by Theorem 3.3 we can rewrite the solution as an SCA\( (27; 2, (220, 144), 3) \). Applying Theorem 3.3 with an SCA\( (9; 2, (3, 1), 3) \) then yields an SCA\( (33; 2, (1092, 220), 3) \) and hence a \( CA(33; 2, 1312, 3) \). In summary, we have found:

\[
CA(15; 2, 20, 3) \quad CA(21; 2, 74, 3) \quad CA(27; 2, 364, 3) \quad CA(33; 2, 1312, 3).
\]

![](image1.png)

**FIGURE 5.** A \( PCA(15; 2, (14, 6), 3) \).
By contrast, using in his words “a few months of CPU time,” Nurmela [17] produces by tabu search
\[ CA(15; 2, 20, 3), CA(21; 2, 60, 3), CA(27; 2, 191, 3), CA(33; 2, 462, 3). \]

Evidently heuristic search is a valuable tool. However, these few results demonstrate that employing the \( CA(15; 2, 20, 3) \) (found by tabu search) in recursions outperforms the direct application of tabu search for larger orders. We explore this further next. In Figure 6, we present PCAs found by the simulated annealing method from [6]; the sizes of the covering arrays match those found (also by simulated annealing) in [22].

These improvements are not restricted to \( q = 3 \). We provide some useful small ingredients for \( q = 4 \) in Figure 7. These match bounds from simulated annealing from [22], and reported in [17] as the best current bounds. In this presentation, however, they are shown as PCAs, and indeed have “don’t care” positions. We leave to the interested reader relevant application of the product constructions.

4. A DIRECT CONSTRUCTION

We develop a direct construction along the lines of Theorem 3.2 that leads to a different improvement. Sherwood [20] earlier gave a direct construction, upon which the one presented improves.

Let \( A = \{a_{i,j}\} \) be a \( SCA(N; 2, (k_1, k_2), v) \) where \( j = 1, \ldots, (k_1 + k_2) \), and \( i = 1, \ldots, N \). Denote by \( B = \{b_{i,j}\} \) the \( (N - v) \times k_1 \) array where \( b_{i,j} = a_{i,j} \) for \( j = 1, \ldots, k_1 \), and \( i = 1, \ldots, N - v \). Denote by \( C = \{c_{i,j}\} \) the \( (N - v) \times k_2 \) array where \( c_{i,j-k_1} = a_{i,j} \) for \( j = k_1 + 1, \ldots, (k_1 + k_2) \), and \( i = 1, \ldots, N - v \). Denote by \( b_j \) the \( j \)th column of \( B \) and by \( c_j \) the \( j \)th column of \( C \). Let \( v \) be the \( v \)-tuple \((1, 2, \ldots, v)^T\) and \( I \) be the \( v \)-tuple \((1, 1, \ldots, 1)^T\).

Further, define \( D \) to be a binary code having \( M \) codewords each with length \( r \); every two codewords (columns) have a position where the first one is 0 and the second one is 1 and a position where the first one is 1 and the second one is 0. Denote such a code by \( D(r, M) \).

\[
| 12100 | 02101 | 12201 |
| 01202 | 01212 | 20121 |
| 11012 | 11101 | 10220 |
| 21110 | 10011 | 02022 |
| 10220 | 20121 | 12210 |
| 20202 | 12210 | 02022 |
| 00112 | 20202 | 21000 |
| 22222 | 21000 | 02022 |
| 01121 | 00220 | 10012 |
| 20001 | 21112 | 01201 |
| 12211 |
\]

**FIGURE 6.** \( PCA(11; 2, (4, 1), 3), PCA(12; 2, (4, 3), 3), PCA(13; 2, (6, 3), 3). \)
First construct a $r \times k_1$ array $E_r$ whose columns are all different $r$-tuples of the columns $\{b_1, b_2, \ldots, b_k\}$. Next, suppose that the $j$th column of $D(r, M)$ has $x_j$ zeroes and $y_j = r - x_j$ ones. Construct an array $L_j^r$ with $k_1^{x_j}k_2^{y_j}$ columns and $r$ rows. Suppose the positions where the $j$th column of $D(r, M)$ has the symbol 0 are $\{z_1, z_2, \ldots, z_{x_j}\}$. Then in the rows $\{z_1, z_2, \ldots, z_{x_j}\}$ of $L_j^r$ the columns are all possible $x_j$-tuples of the columns $\{b_1, b_2, \ldots, b_k\}$. Each of these $x_j$-tuples is repeated $k_1^{x_j}$ times. For each repetition, in the remaining rows of $L_j^r$ the columns are all possible $y_j$-tuples of columns $\{c_1, c_2, \ldots, c_k\}$. Thus the set of $k_2^{y_j}$ $y_j$-tuples is repeated $k_1^{y_j}$ times in total.

The array $F_r$ is constructed as follows:

**Theorem 4.1.** For any

$$
\begin{array}{cccccccc}
E_r & L_1^r & L_2^r & \cdots & L_M^r \\
\hline
v & I & I & \cdots & I \\
\end{array}
$$

$r \geq 0$, $F_r$ is a CA($r(N - v) + v; 2, k, v$) where $k = k_1^r + (k_1^{x_1}k_2^{y_1} + k_1^{x_2}k_2^{y_2} + \cdots + k_1^{x_M}k_2^{y_M})$.

**Proof.** $F_r$ consists of $M + 1$ blocks. The first block, with array $E_r$ in the first $r$ rows, is denoted by $F_r^0$. The $i$th block is denoted by $F_i^r$ for $i = 1, 2, \ldots, M$. Consider any two columns $f^1$ and $f^2$ of $F_r$.

1. $f^1, f^2 \in F_r^0$. All pairs are covered since two different columns of $B$ appear in the same row of $E_r$. Together with the vector $v$ they cover all pairs.

| 0 2 2 2 3 2 | 2 3 2 3 3 0 3 | 2 0 1 1 0 0 0 1 1 |
| 0 0 0 3 1 1 | 3 0 0 3 0 0 2 | 1 2 2 1 3 3 0 1 |
| 3 0 2 1 2 2 | 1 2 1 0 3 2 2 | 2 3 0 0 2 1 2 1 |
| 0 3 1 1 0 3 | 0 3 0 1 1 2 0 | 2 1 1 2 1 3 3 2 |
| 1 1 2 3 0 3 | 1 3 3 0 2 0 0 | 3 2 1 0 1 1 0 3 |
| 2 0 3 2 3 3 | 3 3 3 1 3 3 2 | 2 0 2 0 1 2 2 2 |
| 2 1 1 2 1 2 | 3 2 3 3 1 1 0 | 3 2 0 1 1 2 0 0 |
| 0 3 1 1 0 3 | 2 1 3 1 0 2 3 | 2 1 3 3 0 2 0 1 |

**FIGURE 7.** PCA(19; 2, (5, 1), 4), PCA(21; 2, (6, 1), 4), PCA(23; 2, (6, 2), 4).
(2) \( f^1, f^2 \in F_r^i \) for \( i = 1, 2, \ldots, M \). Suppose that, for two columns of \( L^i_f \), there exists a row \( (c_h, c_j) \) where \( h \neq j \). Then all pairs are covered except possibly the pair \((1,1)\). This pair is also covered, since both \( f^1 \) and \( f^2 \) end with vector \( I \). Otherwise, it follows from the construction of \( L^i_f \) that \( f^1, f^2 \) have at least one row \( (b_h, b_j) \) where \( h \neq j \) and another row \( (c_t, c_i) \) for some \( t \). Hence all pairs are covered.

(3) \( f^1 \in F_r^0 \) and \( f^2 \in F_r^i \) where \( 1 \leq i \leq M \). All pairs are covered since there exist two rows that contain
\[
\begin{pmatrix}
  b_h & c_j \\
  v & I
\end{pmatrix}
\]
for some \( 1 \leq h \leq k_1 \) and \( 1 \leq j \leq k_2 \).

(4) \( f^1 \in F_r^i \) and \( f^2 \in F_r^j \) where \( 1 \leq i, j \leq M \) and \( i \neq j \). All pairs are covered since there exist two rows that contain
\[
\begin{pmatrix}
  b_h & c_j \\
  c_i & b_s
\end{pmatrix}
\]
for some \( 1 \leq h, s \leq k_1 \) and \( 1 \leq t, s \leq k_2 \). This is assured from the structure of \( D(r, M) \). All pairs are covered but \((1,1)\) in these rows. The pair \((1,1)\) is also covered as \( f^1 \) and \( f^2 \) have the vector \( I \) in the last \( v \) positions. \( \square \)

This construction generalizes Theorem 3.2. Using a \( SCA(q^2; 2, (q, 1), q) \) and a \( D(r, r) \), where codewords have weight one, from Theorem 4.1 we obtain covering array \( CA((r+1)q^2 - rq; 2, q^{r+1} + (r+1)q, q) \), but this construction is direct. Further, taking a different \( D(r, M) \), the result can be improved for some parameters. For example, taking \( D(r, r(r-1)/2) \) where the codewords have weight two, we get a \( CA((r+1)q^2 - rq; 2, q^{r+1} + (r+1)r/2 q^{-1}, q) \). In general, we have:

**Theorem 4.2.** For \( r \geq s \geq 1 \) and \( q \) a prime power, an SCA((r+1)q^2 - rq; 2, (q^{r+1}, (r+1)q^{r+1-s}), q) exists.

A direct analog of Theorem 3.3 can also be written, but does not appear to form any simplification of the recursive method provided.

5. A CONSTRUCTION FOR SCAs

In order to exploit the power of Theorems 3.2 and 3.3 more fully, further ingredients are needed. As a first step, we adapt an approach of Meagher and Stevens [14]. Choose two parameters, \( \ell \) and \( g \). We form a vector \((v_0, \ldots, v_{\ell-1})\) with entries from \( \mathbb{Z}_{g-1} \cup \{\infty\} \). The set \( D_s = \{(v_j - v_i) \mod g - 1 : j - i \equiv s \mod \ell, v_i \neq \infty, v_j \neq \infty\} \) consists of the \( s \)-apart differences. Consider vectors in which \( v_0 = \infty \) and \( v_i \in \mathbb{Z}_{g-1} \) for \( 1 \leq i < \ell \). When \( D_s = \mathbb{Z}_{g-1} \) for \( 1 \leq s < \ell \), such a vector is a \((g, \ell)\)-cover starter. When \( \mathbb{Z}_{g-1} \setminus \{0\} \subseteq D_s \) for each \( 1 \leq s < \ell \), and \( \{v_1, \ldots, v_{\ell-1}\} = \{0, 1, 2, \ldots, g-1\} \), such a vector is a \((g, \ell)\)-distinct cover starter.

When a \((g, \ell)\)-cover starter exists, Meagher and Stevens [14] note that a \( CA(\ell(g - 1) + 1; 2, \ell, g) \) exists, as follows. Form all \( \ell \) cyclic shifts of the cover starter. For each, form \( g - 1 \) vectors by developing each modulo \( g - 1 \) (keeping \( \infty \) fixed). The resulting \( \ell(g - 1) \) vectors form the rows of an array, so that for any two columns, all pairs are covered except for \((\infty, \infty)\). Adding one constant row consisting only of \( \infty \) completes the covering array. Meagher and Stevens [14] give numerous examples of cover starters, proving
Lemma 5.1. A \((g, \ell)\)-cover starter exists when

1. \(g = 3\) and \(\ell \in \{5, 8\}\);
2. \(g = 4\) and \(\ell \in \{5, 6, 7, 8, 9, 10\}\);
3. \(g = 5\) and \(\ell \in \{7, 8, 9, 10, 11, 12\}\);
4. \(g = 6\) and \(\ell \in \{9, 10, 11, 12, 13, 14\}\);
5. \(g = 7\) and \(\ell \in \{10, 11, 12, 13, 14, 15, 16\}\);
6. \(g = 8\) and \(\ell \in \{9, 11, 12, 13, 14, 15, 16, 17, 18\}\);
7. \(g = 9\) and \(\ell \in \{13, 14, 15, 16, 17, 18, 19, 20\}\).

We instead employ distinct cover starters. Start with a \((g, \ell)\)-distinct cover starter. Treat this as a row, and form the \(\ell\) cyclic shifts of this, obtaining an \(\ell \times \ell\) array. Then add a new column with all entries equal to 0. Develop this \(\ell \times (\ell + 1)\) array modulo \(g - 1\) to form an \(\ell(g - 1) \times (\ell + 1)\) array. Adding the \(g\) constant rows, we obtain a \(SCA(\ell(g - 1) + g; (\ell, 1), g)\), and hence a \(CA((\ell + 1)(g - 1) + 1; 2, \ell + 1, g)\). For example, a \((5,6)\)-distinct cover starter yields a \(CA(29; 2, 7, 5)\).

However, distinct cover starters have many more effective applications, via Theorem 3.2. For purposes of illustration, consider the case when \(g = 5\). Here are some distinct cover starters:

\[
\begin{align*}
(5, 5) & \equiv (\infty, 0, 1, 3, 2) & (5, 6) & \equiv (\infty, 0, 0, 1, 3, 2) \\
(5, 7) & \equiv (\infty, 0, 0, 0, 1, 3, 2) & (5, 8) & \equiv (\infty, 0, 0, 0, 0, 1, 3, 2) \\
(5, 9) & \equiv (\infty, 0, 0, 0, 0, 0, 1, 3, 2) & (5, 10) & \equiv (\infty, 0, 0, 0, 0, 0, 0, 1, 3, 2).
\end{align*}
\]

Each \((5, \ell)\)-distinct cover starter gives an \(SCA(4\ell + 5; 2, (\ell, 1), 5)\). Apply Theorem 3.2 to obtain \(SCA(4(\ell_1 + \ell_2) + 5; 2, (\ell_1\ell_2, \ell_1 + \ell_2), 5)\) for \(5 \leq \ell_1, \ell_2 \leq 10\). Choosing \(\ell_1\) and \(\ell_2\) as nearly equal as possible, we obtain the following covering arrays: \(CA(45; 2, 35, 5)\), \(CA(49; 2, 41, 5)\), \(CA(53; 2, 48, 5)\), \(CA(57; 2, 55, 5)\), \(CA(61; 2, 63, 5)\), \(CA(65; 2, 71, 5)\), \(CA(69; 2, 80, 5)\), and so on. Comparing with the bounds in [23], these produce improvements whenever the number of factors exceeds 30. Further, since an \(SCA\) is produced as an intermediate step, the construction can be applied recursively. Indeed, as we have seen before, with 65 tests we can treat 200 factors with five values each, obtaining a substantial improvement by applying Theorem 3.2 twice rather than once. With Theorem 3.3, we improve this to 205 factors.

Next we give further examples of distinct cover starters. When \(g = 3\) and \(\ell \geq 3\), setting \(v_0 = \infty\), \(v_{\ell - 3} = 1\), and \(v_i = 0\) for \(1 \leq i < \ell - 1\) gives a \((3, \ell)\)-distinct cover starter. When \(g = 4\) and \(\ell \geq 6\), setting \(v_0 = \infty\), \(v_{\ell - 3} = v_{\ell - 1} = 1\), \(v_{\ell - 2} = 2\), and \(v_i = 0\) for \(1 \leq i < \ell - 3\) gives a \((4, \ell)\)-distinct cover starter. Other examples follow:

\[
\begin{align*}
(6, 8) & \equiv (\infty, 0, 1, 3, 0, 2, 1, 4) & (6, 9) & \equiv (\infty, 0, 0, 1, 0, 0, 3, 2, 4) \\
(6, 10) & \equiv (\infty, 0, 0, 0, 1, 1, 4, 3, 0) & (6, 11) & \equiv (\infty, 0, 0, 0, 0, 1, 0, 4, 2, 3, 0) \\
(6, 12) & \equiv (\infty, 0, 0, 0, 0, 0, 1, 0, 4, 2, 3, 0) & (7, 7) & \equiv (\infty, 0, 2, 1, 4, 5, 3, 0) \\
(7, 9) & \equiv (\infty, 0, 0, 2, 1, 4, 5, 3, 0) & (7, 10) & \equiv (\infty, 0, 0, 0, 1, 0, 3, 5, 4, 2) \\
(7, 11) & \equiv (\infty, 0, 0, 0, 0, 1, 0, 3, 5, 4, 2) & (7, 12) & \equiv (\infty, 0, 0, 0, 0, 0, 1, 0, 3, 5, 4, 2) \\
(7, 13) & \equiv (\infty, 0, 0, 0, 0, 0, 0, 1, 0, 3, 5, 4, 2) & (8, 11) & \equiv (\infty, 0, 1, 0, 0, 0, 3, 5, 4, 2) \\
(8, 12) & \equiv (\infty, 0, 0, 0, 1, 0, 6, 4, 6, 3, 2, 5) & (8, 13) & \equiv (\infty, 0, 0, 0, 1, 2, 6, 5, 3, 6, 2, 4) \\
(8, 14) & \equiv (\infty, 0, 0, 0, 0, 1, 0, 4, 6, 4, 3, 2, 5) & (9, 12) & \equiv (\infty, 0, 1, 6, 4, 5, 0, 7, 6, 2, 1, 3) \\
(9, 13) & \equiv (\infty, 0, 0, 0, 0, 2, 6, 1, 7, 6, 3, 4, 5) & (9, 14) & \equiv (\infty, 0, 0, 0, 0, 0, 2, 6, 1, 7, 6, 3, 4, 5) \\
(9, 15) & \equiv (\infty, 0, 0, 0, 0, 0, 0, 2, 6, 1, 7, 6, 3, 4, 5).
\end{align*}
\]

In general, using the log function sequence [16] we establish:
**Lemma 5.2.** For $p \geq 3$ a prime, there exists a $(p, p)$ distinct cover starter.

**Proof.** Let $\omega$ be a primitive element of $\mathbb{Z}_p$. Define $a_0 = \infty$ and $a_{\omega^j} = j$ for $0 \leq j < p - 1$. Then $(a_0, a_1, \ldots, a_{p-1})$ is a $(p, p)$ distinct cover starter. \qed

We do not explore the applications of these in detail here. Rather they illustrate that the direct product construction can avail itself of ingredients far beyond the $SCA(q^2; 2, (q, 1), q)$s arising from the finite field.

### 6. MIXED COVERING ARRAYS

We now combine the ideas of Theorem 3.1 and Theorem 3.2 to obtain an improved product construction for mixed level covering arrays. In Theorem 3.2, the repeated use of a single array $B$ is used to ensure that certain pairs are covered in the product $C$. In order to generalize, our task is to specify the relationship required among the ingredients $\{B_i\}$. We first define an $SMCA(N; 2, (k_1, k_2), (v_1, \ldots, v_{k_1+k_2}))$ to be an $N \times (k_1 + k_2)$ array in which the $i$th column has entries from a $v_i$-set (which we take to be $\{1, \ldots, v_i\}$), and for which selecting any two columns, we find all pairs covered except possibly

- those of the form $(x, x)$ if both columns are among the first $k_1$;
- those of the form $(x, 1)$ if the first column is among the first $k_1$, the second among the latter $k_2$; and
- $(1, 1)$ if both columns are among the latter $k_2$.

**Theorem 6.1.** Suppose that there exist:

1. An $SMCA(N; 2, (k_1, k_2), (v_1, \ldots, v_{k_1+k_2}))$, $A$, with profile $(d_1, \ldots, d_{k_1+k_2})$;
2. For each $1 \leq i \leq k_1$, an $SMCA(M_i; 2, (\ell_{i1}, \ell_{i2}), (w_{i1}, \ldots, w_{i, \ell_{i1}+\ell_{i2}}))$, $B_i$, for which $w_{ij} \leq v_i$ for $1 \leq j \leq \ell_{i1} + \ell_{i2}$; and
3. For each $k_1 < i \leq k_1 + k_2$, an $SMCA(M_i; 2, (\ell_{i1}, 0), (w_{i1}, \ldots, w_{i, \ell_{i1}}))$, $B_i$, for which $w_{ij} \leq v_i$ for $1 \leq j \leq \ell_{i1}$.

Write $T = N + \max_{i=1}^{k_1+k_2} (M_i - d_i)$. Suppose further that:

1. For $1 \leq i_1 < i_2 \leq k_1$, for each $\ell_{i_11} < j_1 \leq \ell_{i_11} + \ell_{i_12}$, and each $\ell_{i_21} < j_2 \leq \ell_{i_21} + \ell_{i_22}$, the $(T - N) \times 2$ matrix whose first column contains the entries in the first $T - N$ rows of column $j_1$ of $B_{i_1}$, and whose second column contains the entries in the first $T - N$ rows of column $j_2$ of $B_{i_2}$, contains every pair of the form $(x, x)$ with $1 \leq x \leq \min(w_{i_1j_1}, w_{i_2j_2})$;
2. For $1 \leq i_1 \leq k_1$ and $k_1 < i_2 \leq k_1 + k_2$, for each $\ell_{i_11} < j_1 \leq \ell_{i_11} + \ell_{i_12}$, and each $1 \leq j_2 \leq \ell_{i_21}$, the $(T - N) \times 2$ matrix whose first column contains the entries in the first $T - N$ rows of column $j_1$ of $B_{i_1}$, and whose second column contains the entries in the first $T - N$ rows of column $j_2$ of $B_{i_2}$, contains every pair of the form $(x, 1)$, for $1 \leq x \leq w_{i_2j_2}$.

Then there exists an

$$SMCA(T; 2, \left( \sum_{i=1}^{k_1} \ell_{i1}, \sum_{i=k_1+1}^{k_1+k_2} \ell_{i1} + \sum_{i=1}^{k_1} \ell_{i2} \right),$$

$$(w_{11}, \ldots, w_{1, \ell_{11}}, \ldots, w_{k_1, 1}, \ldots, w_{k_1, \ell_{k_1}, 1}, \ldots,$$

$$w_{k_1+1, 1}, \ldots, w_{k_1+1, \ell_{k_1+1}}, \ldots, w_{k_1+k_2, 1}, \ldots, w_{k_1+k_2, \ell_{k_1+k_2}}, \ldots,$$

$$w_{1, \ell_{11}+1}, \ldots, w_{1, \ell_{12}}, \ldots, w_{k_1, \ell_{k_1}+1}, \ldots, w_{k_1, \ell_{k_1+k_2}}, \ldots).$$
Proof. The construction parallels that of Theorem 3.1. When placing the rows of $B_i$, the first $T - N$ rows of $B_i$ are always placed on the last $T - N$ rows, in the same order, in $C$. Columns are then permuted so that those indexed by $(i, j)$ with $1 \leq i \leq k_1$ and $1 \leq j \leq \ell_{i1}$ are placed in the first $\sum_{i=1}^{k_1} \ell_{i1}$ positions.

The verification is similar.

Such an SMCA can be completed to an MCA by the addition of at most $m$ rows, where $m = \max \{w_{ij} : 1 \leq i \leq k_1, 1 \leq j \leq \ell_{i1}\}$. This is done by placing, in the $i$th additional row, the symbol “1” in columns indexed by $(i, j)$ with $i > k_1$ or $j > \ell_{i1}$. In the remaining columns, we place the symbol $i$ if $i \leq w_{ij}$, and $\ast$ otherwise.

We expect the most effective applications of Theorems 3.3 and 6.1 to arise when heuristic search techniques are tailored to find suitable ingredients; this appears to be a challenging problem.
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